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ABSTRACT

Interactive surfaces have great potential for co-located col-
laboration because of their ability to track multiple inputs si-
multaneously. However, the multi-user experience on these
devices could be enriched significantly if touch points could
be associated with a particular user. Existing approaches to
user identification are intrusive, require users to stay in a
fixed position, or suffer from poor accuracy. We present a
non-intrusive, high-accuracy technique for mapping touches
to their corresponding user in a collaborative environment.
By mounting a high-resolution camera above the interactive
surface, we are able to identify touches reliably without any
extra instrumentation, and users are able to move around the
surface at will. Our technique, which leverages the back of
users’ hands as identifiers, supports walk-up-and-use situa-
tions in which multiple people interact on a shared surface.
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INTRODUCTION

Interactive tabletops and surfaces are well suited to co-located
collaboration because of their ability to track multiple inputs
simultaneously. However, the multi-user experience on these
devices can be enriched significantly if touch points can be as-
sociated with the user performing an action. New opportuni-
ties are, for example, customizing functionalities (e.g. multi-
user undo [29]) or personalizing the appearance of the inter-

Permission to make digital or hard copies of all or part of this work for
personal or classroom use is granted without fee provided that copies are
not made or distributed for profit or commercial advantage and that copies
bear this notice and the full citation on the first page. To copy otherwise, or
republish, to post on servers or to redistribute to lists, requires prior specific
permission and/or a fee.

UIST’ 12, October 7-10, 2012, Cambridge, Massachusetts, USA.
Copyright 2012 ACM 978-1-4503-1580-7/12/10...$15.00.

Figure 1. Carpus recognizes users by observing the dorsal region of
their hands with a high-resolution camera mounted above an interactive
surface.

face, such as providing automatic translations or help cues for
novice users [31]. When the user’s identity is readily avail-
able with every touch, it is also possible for the system to
enforce social protocols in multi-user applications [19, 26].

Although several approaches exist for identifying users of a
touch display, each has important limitations. Some tech-
niques require additional instrumentation of the users at the
start of each session [15, 16, 28] or the use of a mobile de-
vice [32], while others are easy to spoof because they identify
the shoe that the user is currently wearing [27]. Diamond-
Touch [7] and Medusa [2] assign an identity to fixed positions
around an interactive table, making them unsuitable for free-
flow environments. In contrast to these approaches, Schmidt
et al. [30] presented a system that uses a biometric technique.
However, very specific hand postures are required each time
the user’s identity is needed, which impedes the ‘naturalness’
of the interaction.

In this paper, we present a novel technique to associate touch
points with a user with high accuracy. Our system, Carpus,
supports walk-up-and-use scenarios in which each touch can
be identified transparently once users have been registered.
By mounting a high-resolution camera above an interactive
surface (Figure 1), we are able to extract identifying informa-
tion from the back of the human hand (also known as the dor-
sal region) during traditional multi-touch interactions. As a



result, our technique is non-intrusive and can be used in com-
bination with a large range of touch technologies, including
sensor-based, optical-based and vision-based hardware. Car-
pus supports user identification for setups intended for ad-hoc
or informal collaboration [10], with users collaborating in un-
planned fashion.

Among the many possible applications of Carpus, we envi-
sion new interactive setups deployed in shops and travel agen-
cies. The system can differentiate between actions of cus-
tomers searching together for information about new prod-
ucts, a task that frequently involves collaboration [17]. In
such a situation, it is possible for the system to interpret two-
handed touch gestures unambiguously while multiple users
are interacting simultaneously. In addition, a profile can be
created for each customer, making it possible for the sys-
tem to track a user’s interests in order to recommend other
relevant products. We also expect that Carpus can satisfy
the demand for easy to deploy techniques to identify users
in groupware studies, such as studies regarding territorial-
ity [33]. With Carpus, analysis of users’ behavior will be
significantly less time consuming, as each action is automati-
cally associated with a particular user.

Our main contribution is a new technique to identify touch
points non-intrusively by observing the back of the users’
hands. Our approach is robust for hand postures that are
common during the practical use of multi-touch systems. For
traditional pointing, which is most common in touch interac-
tion [29], Carpus uniquely identifies both hands of a user with
more than 97% accuracy, even when 20 users are registered.
As a result, it becomes possible to differentiate between ac-
tions performed by a user’s right and left hand in order to
support non-symmetric division of labor [9]. For more com-
plex hand postures, which are less common, the recognition
rates drop to 82% in the worst case scenario. A smaller group
size is recommended to achieve higher recognition rates in
these situations.

RELATED WORK

Identifying users is a challenging and prominent issue in sur-
face computing research. In this section, we will review the
previous efforts in more depth. Existing approaches to user
identification have at least one of the following limitations:
(1) The naturalness of the interaction is impeded due to users
being required to wear additional instrumentation or because
of limitations on the supported hand postures; (2) Users need
to stay at a fixed position around the surface; (3) Associating
an identity to a touch point can be difficult, resulting in ac-
curacy problems. A summary of existing approaches can be
found in Table 1.

Visual tags [15] can be easily used to identify users. Elec-
tronic tags such as the IdWristband [16] or the IR-Ring [28]
are also able to identify users reliably, in this case by flash-
ing a unique sequence in the infrared spectrum to the interac-
tive surface. However, these techniques require users to wear
equipment. This overhead can be a burden, especially when
the system is used for short, spontaneous and unplanned in-
teractions. Schoning et al. [32], on the other hand, require the
use of a mobile device to authenticate with the system, while

Non- Position Unambiguous
intrusive invariant association
DiamondTouch [7] v - v/
Medusa [2] v - -
IdWristbands [16] - V4 -
IR-Ring [28] — 4 _
Tagged gloves [15] - i v
HandsDown [30] - i v/
Mobile Phone [32] - V4 -
Bootstrapper [27] v/ v -
Carpus Vv Vv Vv

Table 1. A summary of the strengths and weaknesses of related user
identification techniques for interactive surfaces.

Schmidt et al. [30] extract biometric geometry features from
the human hand. In order to measure these metrics reliably,
however, a hand needs to be placed flat on the interactive sur-
face. These approaches require either additional equipment or
unusual hand postures, interrupting the ‘naturalness’ of multi-
touch interaction.

Other researchers have presented non-intrusive user identifi-
cation by associating touches to users’ positions around an in-
teractive tabletop. DiamondTouch [7] leverages a specialized
capacitive surface to transmit an electrical charge through a
user’s body when touching it. A receiver unit inside each
user’s chair is used to register all touch events of the user that
is currently sitting on that chair. If users swap chairs, their
identity will change. Annett et al. [2] instrumented a table-
top with arrays of proximity sensors to relate each touch to a
user’s position. Although this technique can track users’ bod-
ies that are moving near the tabletop, the system cannot pre-
serve identities when users move further away. These iden-
tification techniques can be practical in situations where the
users’ positions around the table are fixed, but they cannot be
used in free-flow environments where the interaction is inter-
rupted frequently by other activities and the users’ positions
around the table are likely to vary.

A few projects have demonstrated the potential of revealing
identities by observing shoes or gait. Bootstrapper [27] ex-
tracts features from the top of a user’s shoes, whereas Mul-
titoe [3] observes shoe sole patterns. Orr et al. [23] took an-
other approach, identifying users by analyzing the forces and
timings while walking on custom-built floor plates. However,
these extracted features are not unique, as users can wear the
same shoes or walk with an abnormal gait. Furthermore, re-
lating touches to these identified regions requires additional
tracking, and is therefore challenging and error-prone.

CARPUS

Our approach uses a high-resolution overhead camera (Fig-
ure 1) and works as follows: (1) Carpus continuously captures
frames from above the interactive surface and extracts the vis-
ible dorsal hand regions; (2) Only when a user performs a
“touch down” event, unique features are extracted from the
hand region visible at the location of the touch in the last cap-
tured frame; (3) These unique features are matched against
a database of feature-user pairs that was constructed before-
hand during a very short training session; (4) The resulting
user identity associated with that touch becomes available to
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Figure 2. Unique features are extracted from the dorsal hand region.
Fingers are excluded from the region.

the application running on the interactive surface. The sur-
face then tracks the touch point to automatically identify sub-
sequent finger movements.

The dorsal hand region (Figure 2) is well suited to user iden-
tification in a collaborative environment for several reasons.
To begin with, each person’s dorsal hand regions have many
strongly identifying characteristics, such as lines, grooves,
folds and furrows [20]. Furthermore, the dorsal hand region is
quite large and is also the part of the hand that is the least flex-
ible [20], making it possible to capture consistent patterns in
the skin over many frames. The dorsal hand region is visible
to an overhead camera throughout the majority of hand pos-
tures encountered during interaction with a tabletop, some-
thing that is not true of fingers (e.g. when performing vertical
touches [36]).

BENEFITS AND LIMITATIONS

Carpus overcomes some drawbacks of current identification
approaches (Table 1). Our technique provides transparent
identification of users by extracting unique features directly
from the back of the hand. Once registered with the system,
Carpus supports real walk-up-and-use scenarios. The camera
can be mounted above any type of interactive surface and cap-
tures the entire interaction. As a result, each touch point can
be unambiguously related to an identified skin region. This
enables identification of touches even when arms of multiple
users overlap. Furthermore, Carpus is able to differentiate be-
tween the two hands of a user, which enables non-symmetric
devision of labor [9].

Carpus is, however, subject to a few limitations. First, the
dorsal hand region needs to be clearly captured by the cam-
era. When performing very fast movements, it is possible
that the camera cannot capture a sharp image of the hand.
This can be addressed by using a camera with an appropriate
shutter speed. Furthermore, while Carpus can handle most
common hand postures encountered during multi-touch in-
teractions, some techniques [18, 11] require the user’s hand
to be in such a position that the back is not visible to an over-
head camera. In order to get a clear image of the dorsal region
in those circumstances, we can add multiple cameras to our
setup, capturing the hand from different points of view.

Secondly, Carpus has not been designed to offer authentica-
tion for privacy or security reasons. The current version of
our algorithm can differentiate between users working simul-

taneously on an interactive surface, but has difficulties elimi-
nating users that are not registered. As a result, the automatic
detection of a ‘new’ unregistered user is unreliable, and thus
the users’ hands need to be registered beforehand to achieve
higher recognition rates. However, registration is only a one-
time cost compared to techniques that require configuration
at the start of each session [16, 28]. We are exploring several
interactive widgets for registration purposes that can be eas-
ily integrated in applications. Registration can be as simple
as performing a single gesture before first usage (e.g. similar
to the interactions required to unlock a smartphone).

Lastly, the reported recognition rates are only representative
for groups of people with Caucasian skin. We intentionally
recruited people with similar skin color for the evaluation of
Carpus, because the similarity makes it harder to find unique
features. Further research is needed to investigate the effect
of different skin types on the accuracy of Carpus.

SKIN REGION AND IDENTITY EXTRACTION

In order to identify a hand that is visible in a captured frame,
Carpus performs the following four steps: (1) extraction of
the dorsal hand region; (2) feature extraction; (3) feature
matching; (4) relating touches to identified regions.

Step 1: Extraction of the Dorsal Hand Region

First, the dorsal hand region needs to be detected in a captured
frame. When a touch event occurs, Carpus does this in three
sub-steps: (A) extraction of the skin region; (B) detection of
visible fingers; (C) detection of the position of the wrist. Two
iterations of this algorithm are executed for each detected skin
region. During the second run, a more accurate segmentation
is used in order to detect the dorsal region of the hand more
precisely in particular situations, as we explain below.

Skin Detection

Skin segmentation [25] involves finding ranges of intensity
values for which most skin pixels fall in a given color space.
The image is first converted to the YCrCb color space [24] to
obtain a decision rule that is robust under varying illumination
conditions. To support various types of human skin, all pixels
in a relatively large intensity range are classified as skin:

Y >20,85<Cb<135,135<Cr<180 (1)

Figure 3-A1 shows areas of pixels that were selected using
this static segmentation rule. Because of the large inten-
sity range, shadowed regions between fingers are erroneously
classified as skin pixels. Therefore, a second, more dynamic
skin segmentation rule is used after the position of the wrist
and the fingers are detected. This dynamic segmentation rule
is based on the average (1) and standard deviation (o) of the
intensity of the pixels in the detected dorsal region:

py — 20y <Y <uy + 20y
Hor — 20‘CT<CT<IJ’CT + QUCT (2)
pewy — 2006 <Ch<pucy + 20cw

In Figure 3-A2 the shadowed regions between the fingers are
correctly excluded with dynamic segmentation. Parts of an



arm or finger are sometimes erroneously classified as non-
skin regions because of variations in the observed skin color.
However, this does not influence the outcome of our algo-
rithm, since only the back of the hand is used.

Finger Detection

Once the skin regions are extracted from a captured frame,
fingers need to be detected in order to exclude these regions
from the final contour. We first detect the tips and then
the phalanges of the fingers. To detect fingertips, we use a
curvature-based approach similar to Malik and Laszlo [14]
and Segen and Kumar [34]. The vectors from each contour
point k to k + n and £ — n are computed (n is a fixed value
and depends on the distance between two contour points). If
the angle between the two vectors is below some threshold,
then the contour point is marked as a fingertip (Figure 3-B).
We use a relatively high angular threshold value of 60 degrees
to make the fingertip detection algorithm more ‘greedy’. Our
algorithm even classifies the knuckles of folded fingers as fin-
gertips (Figure 3-B), because we want to exclude all visible
finger regions from our contour and are not interested in the
exact position of the real fingertips. The misclassification of
finger valleys is avoided by taking into account the sign of the
angle between two vectors while processing the contour in
counterclockwise direction. Finally, non-maximal suppres-
sion is used to avoid detecting fingertips too close to each
other.

In order to extract entire finger regions, the phalanges of the
fingers also need to be detected. Boreki and Zimmer [5] do
this by finding the position of finger valleys between two con-
secutive fingertips. However, we need to support all hand
postures, even when only one finger is visible (e.g. pointing).
Therefore, we take a different approach. Our algorithm starts
roaming the skin contour from each detected fingertip to the
left and right. Each contour point is then classified as part
of a finger phalange until the length of the finger has reached
a maximum value or the angle between two phalanges ex-
ceeds an angular threshold value (Figure 3-B). This threshold
is inversely proportional to the length of the finger and ranges
between 40 and 60 degrees in our algorithm.

Wrist Detection

Before we are able to detect the position of the wrist, we need
to determine its orientation. The orientation of the wrist is
based on the orientation of the arm, which is given as the
principal axis of inertia of the extracted skin region. The ori-
entation of the principal axis (Figure 3-C) can be computed
from the image moments up to the second order, as described
by Freeman et al. [8]. When the aspect ratio of the skin re-
gion along the direction of the principal axis is almost equal
to 1:1 (e.g. a user with long sleeves performing a vertical
touch), this approach is less reliable. In that case, we use the
principal axis of the entire arm region, obtained by doing an
additional background subtraction step.

Once the orientation of the wrist is known, the precise posi-
tion of the wrist can be determined. Kioke et al. [12] assume
that this position is always located at a fixed distance from the
top of the hand. However, we observed that the distance from

First run Second run
@ Static skin segmentation Dynamic skin segmentation @

@ Finger detection l

O Wrist detection |

Q Extracted dorsal region

0|1
6 4 4 Threshold 1 1
11415 ofj1]1

Binary: 10111101
Decimal: 189
@Local Binary Pattern encoding

@ Feature extraction

Figure 3. Extracting fine-grained details from the dorsal hand region
(step 1 and step 2): (A) The skin region is detected in the image; (B) The
fingers are detected; (C) The direction and position of the wrist is de-
tected; (D) The dorsal hand region is extracted; (E) Fine-grained details
are encoded using the Local Binary Pattern operator.



the wrist to the top of the hand can vary extensively, even
when fingers are detected, because hands are free to move
in three dimensions when working on an interactive surface.
Therefore, we take an approach similar to Choi et al. [6], and
evaluate the width of the contour along the direction of the
principal axis from the finger tips to the arm region. The
width of the contour has very specific characteristics at the
position of the wrist. In the direction of the fingertips, the
width will vary significantly, but in the direction of the arm,
the width will be fairly constant. We consider the wrist to be
located outside the finger regions, at the position where the
width ratio reaches its maximum value (Figure 3-C).

Step 2: Feature Extraction

Once the dorsal hand region is detected using the algorithm
described in the previous step, unique features need to be ex-
tracted from this region (Figure 3-D). There are several inter-
est point detectors, such as SIFT [13] and SURF [4]. How-
ever, the skin of the hand is flat and does not contain a lot
of these interest points. Therefore, we use the pattern of the
entire skin region as a feature. Before we can compare skin
patterns in different images (step 3), a texture descriptor is
needed to quantize these patterns. Color histograms [35] are
the most straightforward image descriptors, but this technique
is very sensitive to changes in illumination. During prelimi-
nary studies, we noticed that color histograms are not able
to capture unique information consistently over time, because
the illumination of the hand changes significantly due to shad-
ows cast by the user’s body.

Local Binary Patterns (LBP) [21] is a technique to describe
very fine-grained details of textures in images. In contrast to
color histograms, LBP is invariant to any monotonic change
in intensity values. The LBP-operator labels the pixels of an
image by thresholding the 3x3-neighborhood of each pixel
with the center value. The decimal representation of the num-
ber formed by the concatenation of all binary digits in the
neighborhood is the intensity value of the central pixel in the
local pattern (Figure 3-E1). Carpus uses Circular Local Bi-
nary Patterns (CLBP) [22], an extension to the basic LBP. The
CLBP-operator samples the neighborhood circularly with a
variable radius. If a point on the circle does not correspond
to image coordinates, the point gets interpolated. The CLBP-
operator is thus able to capture patterns at different scales:
a small radius captures local details, whereas a larger radius
captures more global information.

In our preliminary exploration, we noticed that the luminance
component of the hand’s skin texture (i.e. the hairs, lines,
grooves, folds and furrows) contains most of the discrimina-
tive information. The color information was not very discrim-
inative. Therefore, we only capture information in the luma
(Y) component of the extracted skin regions. When capturing
details at radii 2, 5 and 10 using the CLBP-operator, we can
describe most of the unique features of the dorsal region of
the human hand (Figure 3-E2).

Step 3: Feature Matching
To identify users, Carpus matches descriptions of textures
captured using the CLBP-operator with a database of pre-

Figure 4. Feature matching (step 3): finding similar patches in a prede-
fined neighborhood.

viously captured features. Before features of different im-
ages can be compared, we need to ensure that these features
are captured at the same scale. Therefore, we only process
a detected dorsal hand region when a “touch down” event
is performed. A naive approach to comparing descriptions
of textures would be a simple histogram comparison. When
using this approach, however, all spatial information is lost.
Through experiments, we discovered that without this spa-
tial information, the extracted features are not very discrim-
inative. Therefore, we use a technique similar to Ahonen et
al. [1]. First, the skin region is divided into square patches
of equal size (Figure 4). We currently use patches of 20 by
20 pixels. Next, histograms of these local micropatterns are
computed. Histograms of the same patch, which contain in-
formation of fine-grained details at different scales, are con-
catenated to form a single description of the patch.

Opposed to the approach of Ahonen et al. [1], the local his-
tograms of all patches in an image are not concatenated. Con-
catenation of these local histograms implies the integration of
the hand’s shape as a feature. Since the shape of the hand can
vary significantly under different postures, we take another
approach. Carpus compares two images by finding the best
match for each patch in a predefined neighborhood around
the corresponding position in the other image (Figure 4). We
use a neighborhood of two times the patch size.

Experimenting with different histogram comparison metrics,
we found that the histogram intersection technique provides
the best matching of patches. As a result, the similarity be-
tween features extracted from two dorsal hand regions is the
sum of the number of similar pixels for each of the patch’s
best matches. An unknown hand is assigned the identity of
the dorsal hand region in the training set with the highest
number of similar pixels.

Step 4: Relating Touches to Identified Regions

Once the identities of all extracted dorsal hand regions are
known, each touch point needs to be related to an identified
skin region. In contrast to other touch identification tech-
niques [27, 16], Carpus is able to relate touch points to iden-
tified skin regions unambiguously. Each touch position is di-
rectly related to a single dorsal hand region by the contour of
the fingers detected in step 1.

SYSTEM SPECIFICATIONS AND PERFORMANCE

For our experiments, we use a Philips BDT4225EM/06 42~
multi-touch display, mounted horizontally on a table (Carpus
was also informally tested in combination with other tech-
nologies, such as an FTIR tabletop). A Point Grey Grasshop-



per2 camera with a resolution of 1624 by 1224 pixels is
mounted above the surface and transmits 22 frames per sec-
ond at 45 dpi via the network interface of the camera to a PC
(2.1 GHz Intel Core 2, 4 GB RAM) running Carpus. Artificial
light sources are used to ensure that over different sessions of
our experiment, the lighting conditions remain unchanged.

Carpus is able to identify users in real-time and scales well to
higher resolutions. However, we did not focus on the perfor-
mance of our algorithm, so many optimizations are possible.
The extraction of the dorsal hand region (step 1) takes 28 ms
on our system if only one hand is visible in a single frame
with a resolution of 1100 by 790 pixels, 41 ms if two hands
are visible and 52 ms if three hands are visible. When using a
higher resolution camera, as in our setup, this step can still be
performed at the specified lower resolution without reducing
the accuracy of our identification technique. After the posi-
tion of the dorsal hand region is detected, features can be ex-
tracted from the original high-resolution image. The feature
extraction and matching step is only executed on a hand that
is detected at the position of the “touch down” event in the
last frame, to ensure that all extracted features have the same
scale. This process takes on average 43 ms when the hand
is captured at 45 dpi. When 16 samples are used for each
registered hand, matching features of a single hand takes on
average 68 ms if 4 hands are registered and 155 ms if 8 hands
are registered.

UNIQUENESS OF THE DORSAL HAND REGION

In this first experiment, we evaluate the uniqueness of the dor-
sal hand region over different users, as well as over different
hands of the same user. Here, we only consider the hands-
down posture [30], because in this posture the overhead cam-
era can capture clear images of the dorsal region. The robust-
ness of Carpus with regard to posture changes will be tested
in a second experiment, which we discuss in the next section.

Tasks

We recruited 22 participants (5 female) between 22 and 50
years old. We instructed them to take off all jewelry (jewelry
could actually increase the recognition rates, because it often
provides very unique features). Each participant sat down at
an interactive tabletop and placed her/his left and right hand
flat on the surface with fingers spread. They did this at 15 pre-
defined positions that were evenly distributed over the entire
surface area. In each position, our camera captured a single
image. These images are used to train and test our system.

Procedure

From a set of 660 images, we simulated six scenarios that
differed in the number of hands registered with the system (4,
10 and 20 users, each registering one or two hands). For each
scenario, we generated 25 sets of randomly drawn groups.
For each set, a 10-fold cross-validation with a stratified ran-
dom selection of training images is performed, resulting in a
total of 34000 trials (for each scenario 25 sets x 10 trials x 2
hands x number of users). A hand region is correctly identi-
fied if the system can not only match it to the correct user, but
also to the correct hand of that user.

Results

Table 2 lists the recognition rates of our technique for the six
scenarios. The accuracy is very high in all scenarios, although
it slightly decreases when larger groups of users are registered
with the system. These results demonstrate that our extracted
features are unique, even for fairly large groups of users. In
addition, note that if both hands of a user are registered, our
system can distinguish between each hand the vast majority
of the time. This enables identification of both hands and thus
non-symmetric devision of labor [9].

Group size
4 10 20
One hand registered | 99.5% 99.4% 99.1%
Two hands registered | 99.4% 99.4%  99.0%

Table 2. Recognition rates for the hands-down posture when one or both
hands of 4, 10 and 20 users are registered with the system.

ROBUSTNESS AGAINST POSTURE VARIATIONS

In the first study, we showed that the dorsal hand region can
be used to reliably map hands to users. The goal of this sec-
ond study is to show that Carpus is sufficiently robust for pos-
tures that are common during the practical use of multi-touch
systems. When interacting on a tabletop, the overhead camera
often gets a clear view of the dorsal hand region, e.g. when
clicking a button (Figure 5-A). When scaling or rotating an
object (Figure 5-B-C), however, the captured dorsal hand re-
gion can be skewed, potentially influencing the accuracy of
the recognition. To evaluate to what extent Carpus can han-
dle posture variations, we ran a second experiment.

Figure 5.
flower; (B) scaling and rotating images using one hand; (C) scaling and
rotating images using two hands; (D) pressing buttons.

The four tasks in our second experiment: (A) painting a

Tasks

We asked our 22 participants to perform four additional tasks.
During these tasks, we did not give any instructions regarding
hand postures with the purpose of capturing natural interac-
tion. (1) In the first task, participants were asked to color the
contours of a flower in a painting application using only their



right hand (Figure 5-A). The application showed a preview
of the flower, with the colors we expected the participants to
use. (2) In the second task, participants scaled and rotated 10
images (evenly spread out over the surface area) to fit them
in a box using traditional free transformation gestures (Fig-
ure 5-B). This task was first performed with the right hand
and afterwards repeated with the left hand. The center points
of the images were fixed, so that there was no need to move
them. (3) In the third task, those same images were displayed
and participants were asked to scale and rotate them using
both their left and right hand together (Figure 5-C). (4) Fi-
nally, each participant was asked to click 15 buttons that were
spread out over the surface area, first with their right hand and
afterwards with their left hand (Figure 5-D).

Data Collection

During this experiment, all interaction was captured by our
overhead camera and streamed to a PC, together with all
touch events (‘down’, ‘move’ and ‘up’). Afterwards, all
frames were extracted in which one or more ‘down’ events
were registered, and these frames were used in simulations as
training and test data. For the first, second and third task, we
collected on average 35.5, 82.8 and 39.7 images per partici-
pant, respectively. For the last task, 30 images per participant
were captured. In total, we collected 5009 images. For the
third task, in which two hands are visible at the same time,
we provided the position of the left and right hand to the sys-
tem by processing those images by hand. With this data, the
correctness of the result of our hand identification algorithm
can be verified.

Procedure

Using our collection of captured frames, we simulated six
scenarios that differed in the number of hands registered with
the system (4, 10 and 20 users, each registering one or two
hands). For each scenario, we generated 25 sets of randomly
drawn groups. We trained the system with randomly drawn
samples for each hand that needed to be registered. This train-
ing set consisted of four samples of hands in the hands-down
posture from the previous experiment, and four samples of the
pointing task (task 2) and the free transformation task with
one (task 3) and both hands (task 4). We determined that
this collection of 16 training samples per hand is needed if a
large range of postures is to be supported. After this training
phase, we tested our system with 10 randomly drawn samples
for each hand in each of the four tasks (the randomly drawn
samples were always different from the training samples), re-
sulting in a total of 136000 trials (for each scenario 25 groups
x 10 trials x 2 hands x 4 tasks x number of users). As in the
first experiment, a hand region is correctly identified if the
system can relate it to the correct user and the correct hand of
that user.

Results

Figure 6 summarizes our findings of the second experiment.
These results show that hands in a pointing posture can be
identified very accurately, because the overhead camera has a
clear view on the dorsal hand region. Carpus had the greatest
difficulty identifying a single hand in a free transformation
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Figure 6. The recognition rates for different group sizes for all four
tasks of our second experiment.

gesture (Figure 5-B). We observed that users often rotated
their hand in various directions while performing such a ges-
ture. As a result, the dorsal hand region was highly skewed in
many of the captured frames. In that case, matching features
is much more difficult. We also noticed that, because of tilt-
ing of the hand, the space between two fingers was sometimes
almost entirely occluded. That makes it harder for our algo-
rithm to detect all fingers correctly, in order to exclude them.
Parts of fingers still present in the feature extraction step will
produce unreliable data, which can influence the accuracy of
our technique. However, even for these challenging hand pos-
tures, the recognition rate for a smaller group of users is still
relatively high.

The accuracy for the painting task was somewhat surprising,
as we anticipated that this recognition rate would be almost
identical to the pointing task because of the similarity of the
expected hand posture. After analyzing our captured data, we
noticed that some users tilted their hand during this task to
reduce the occlusion of the active painting area, in order to
paint the contour more precisely. This behavior causes the
extracted dorsal hand region to be skewed, and makes feature
matching more difficult. However, the results of this experi-
ment show that, even when no instructions are given and the
user can naturally interact with the surface, Carpus provides
an accurate technique for identifying touches of a small group
of users.

We reproduced our entire experiment, after adding four ran-
domly drawn images of the painting task to the training set.
The recognition rate of the painting task was significantly
higher (97%, 96,5%, 97,8%, 96,2%, 96,1% and 95,5% for
the six scenarios). The accuracy for the other tasks remained
almost unchanged. This suggests that the recognition rate can
be improved by training the system with samples of hand pos-
tures that are more similar to the hand postures that will occur
in the application.

One can imagine many other hand postures that can be used
on interactive surfaces. However, our tasks produced a wide
range of postures that are very common during the practical
use of multi-touch systems.



USAGE SCENARIO

Carpus enables non-intrusive and transparent identification of
users on interactive surfaces. This allows an entire range of
new applications in which people collaborate on a shared sur-
face, such as buying new products [17]. We developed an
interactive application that can be deployed in, for example,
a mobile phone retail environment. Families or friends shop-
ping together for a new mobile phone can collaborate on a
multi-touch tabletop located inside the store to find more in-
formation about products and compare specifications.

Figure 7. Carpus enables non-intrusive identification of (both hands of)
users, for example in a mobile phone retail environment, allowing users
to find more information about products and compare specifications.

Figure 7 illustrates a typical usage scenario. John and Jane
are looking for a new mobile phone. A nice looking phone
catches John’s eye and they both walk to the interactive dis-
play to get more information about this product. (A) Because
it is the first time that they have visited the store, a simple
widget allows them to very quickly register both hands with
the system. (B) John then puts the phone on the interactive
display to get more information (the device is currently recog-
nized by a visual tag). (C) Identity information from Carpus
is used to create a temporary profile for each customer. This
makes it possible to track the user’s interests in order to pro-
vide product recommendations. (D) While Jane reads through
the specifications of recommended phones, John finds an-
other nice mobile phone and compares two products using
a two-handed gesture. (E) Carpus unambiguously recognizes
this gesture because the system can distinguish between touch
points of both users. (F) Jane notices John’s actions and also
wants to take a look at the product in which he is interested.
John then makes a copy of the information by moving it with
his left hand to Jane. (G) John and Jane are now both inter-
ested in the phone suggested by the system and go find it in
the shop. When returning back to the interactive display, they

notice that other customers started a new session. However,
when they touch the display, the system uses the identify in-
formation to restore their session.

DISCUSSION

Carpus extracts identity features from the back of the human
hand. However, as mentioned in the benefits and limitations
section, the detection of this region is difficult in two par-
ticular situations. The first situation is when identification
is needed while performing a very fast gesture, such as a
swipe-gesture. It is possible that the camera cannot capture
a sharp image of the dorsal region. This problem can be ad-
dressed by using a camera with an appropriate shutter speed,
or by adding tracking capabilities to the algorithm in order
to identify the dorsal region during slow movements, and
track the arm during fast movements. Secondly, researchers
have investigated new types of interactions in which the dor-
sal hand region is not always clearly visible to the overhead
camera [18, 11]. Using multiple cameras that observe the
dorsal hand region from different points of view may allevi-
ate this problem, making it much more likely that the system
can capture a clear image of the dorsal hand region. Such a
multi-camera setup can also be used to reduce occlusion prob-
lems that are inherent to the use of overhead cameras. This is
especially the case when vertical displays or tilted tables are
used in combination with Carpus.

In our first study, we found that the dorsal hand region is
unique over a large group of users. In a second study, we
demonstrated the robustness of our technique for a range of
hand postures. Carpus has the highest recognition rate (97,3%
when 20 users register both hands) when a user clicks but-
tons, which is a very common action in interfaces. Since
we only identify a user when a “touch down” event occurs, a
lot of other interactions are actually reduced to clicking (e.g.
moving sliders, scrollbars, objects, etc.). The recognition rate
was the lowest when identifying scale and rotate actions per-
formed by a single hand (Figure 5-B). This is expected, be-
cause users rotate their hands in all directions when perform-
ing such gestures. As a result, the camera captures a skewed
view of the dorsal region that is more difficult to match with
the training set. However, user identification during these ac-
tions is only needed in very specific circumstances and the
vast majority of applications will only need the user’s iden-
tity during pointing actions [29].

We also found that the recognition rate is higher when train-
ing the system with samples of hand postures that are more
similar to the hand postures that occur in the application. This
suggest that the accuracy of our technique could be improved
for some hand postures by refining the training set over time
with samples of hand postures that are performed in the actual
application. Future versions of Carpus will implement this by
tracking users’ hands during interaction with the application.
Samples for which no good match is found in the training set
can be added to the training data after a reliable sample has
been detected during the same hand movement. Tracking was
not yet integrated in Carpus because it could bias the results
of our studies depending on the type of user interface (e.g.
how frequently users’ hands leave the surface area).



The recognition rate of Carpus is most likely sufficiently ac-
curate for all postures when a small group of users are reg-
istered with the system. However, even in these situations,
Carpus is currently not intended for applications that require
real security (e.g. accessing emails, online banking). As the
dorsal hand region contains no papillary ridges, our extracted
features are not as persistent and immutable as fingerprints. It
is, for example, possible for the skin to get a tan, and wounds
can result in permanent scars. However, more long-term re-
search is needed in this area to investigate the effects of these
changes on the recognition rate of Carpus.

As already mentioned in the benefits and limitations section,
our technique has some difficulties eliminating users that are
not registered. In an additional study, we tested our system
with four known and four unknown users, which resulted in
an acceptance rate of 87% and a false acceptance rate of 7%.
These results indicate that explicit registration is needed when
higher reliability is required. However, registering with the
system is only a one-time cost compared to systems that re-
quire configuration at the start of each session. When a re-
duced reliability is acceptable, for example in case of very
short interactions with non-crucial applications, spontaneous
registration is possible. We already demonstrated the poten-
tial use of interactive widgets as a means for transparent reg-
istration in our usage scenario. However, more experiments
are needed to make sure that a sufficient number of different
hand postures are captured during the interaction with this
widget to get the best possible accuracy rates.

CONCLUSION

In this paper, we presented Carpus, a novel, non-intrusive
technique for identifying users of interactive surfaces. Our
approach relies on the extraction of unique information from
the back of the human hand. This hand region is extracted
from high-quality images captured by an overhead camera.
Fine-grained features are encoded using a special pattern de-
scription technique. For traditional pointing tasks, Carpus can
uniquely identify both hands of a user with 97.3% accuracy,
even when large groups of users are registered. For more
complex gestures that occur less often, smaller group sizes are
recommended to achieve a higher recognition rate. Carpus
enables touch identification for non-crucial applications in
walk-up-and-use scenarios in which users interact frequently
and in an unplanned fashion. In addition, our presented tech-
nique is able to differentiate between the two hands of a user,
opening up even more interaction possibilities. Carpus is also
easy to deploy and can be used in combination with all exist-
ing touch technologies. This makes our approach suitable in
many situations in which touch identification can enrich the
multi-user experience.
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